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Abstract—While neural networks (NNs) are traditionally asso-
ciated with tasks such as image recognition and natural language
processing, this paper presents a novel application of NNs
for efficient cryptographic computations. Leveraging the Turing
completeness and inherent adaptability of NN models, we propose
a transformative approach that efficiently accelerates crypto-
graphic computations on various platforms. More specifically,
with a program translation framework that converts traditional
cryptographic algorithms into NN models, our proof-of-concept
implementations in TensorFlow demonstrate substantial perfor-
mance improvements: encryption speeds for AES, Chacha20, and
Salsa20 show increases of up to 4.09×, 5.44×, and 5.06×, respec-
tively, compared to existing GPU-based cryptographic solutions
written by human experts. These enhancements are achieved
without compromising the security of the original cryptographic
algorithms, ensuring that our neural network-based approach
maintains robust security standards. This repurposing of NNs
opens new pathways for the development of scalable, efficient,
and secure cryptographic systems that can adapt to the evolving
demands of modern computing environments.

I. INTRODUCTION

Modern technical innovations, e.g., cloud computing, auto-
driving, and virtual reality, generate massive private user data
daily. For instance, over 90% of data in the world was gener-
ated in the past two years [1]. With such massive data, efficient
cryptographic computations are more important than ever for
various tasks, including cloud storage with cryptographic file
system [2], 3D data protection [3], and data services for
streaming, bank and other financial institutions [4]. Zoom, for
instance, provides end-to-end encryption to safeguard meeting
conversations by utilizing AES and TLS [5]. The encryption
and decryption of Zoom meetings with 50 attendees entail of
4MB data, i.e., 262,144 AES blocks, per second [6]. However,
traditional cryptographic implementations are known to be
slow [7], which cannot match this emerging need for efficient
cryptographic computations.

Deep Neural Network (DNN) is a key enabler for a lot of
Artificial Intelligence (AI) tasks. Numerous research efforts [8]
have been trying to accelerate the computation of DNNs,
from architecture designs to engineering better hardware and

software stacks. Prior work has demonstrated that DNNs,
e.g., RNN — Recurrent Neural Network, can be Turing-
complete [9, 10], which potentially enable other applications
to leverage the recent advances in modern DNN acceleration.
Although this has been known for years, limited exploration
has been done to explore diverse applications. In this paper, we
explore the possibility of accelerating cryptographic algorithm
computation by repurposing DNNs, and demonstrate the supe-
riority of this approach compared with existing state-of-the-art.
To assist the transition, we also introduce a novel approach
to automatically translate existing cryptographic algorithm
implementations to NN implementations.

Besides the Turing-complete capability of DNNs, the
potential of repurposing NN is further bolstered by a vibrant
ecosystem of AI frameworks that can accelerate computing
with better resource (e.g., memory) scheduling and manage-
ment, nurtured collaboratively by both software and hardware
communities. This approach streamlines programming across
various hardware accelerators with popular and easy-to-
use development tool sets. Recent years have witnessed
a proliferation of hardware accelerators integrated into
various platforms, such as Google Tensor Processing Units
(TPUs) [11] on cloud servers and Apple A16 [12] on mobile
devices. In tandem, providers of deep learning frameworks,
including Google’s TensorFlow [13] and Meta’s PyTorch [14],
have introduced user-friendly interfaces applicable to an array
of hardware and platforms [13]. Additionally, established
AI compiling frameworks like TVM [15] and XLA [16]
support diverse hardware and software platforms, performing
software optimizations. This collective progress empowers us
to seamlessly program a wide range of hardware accelerators
without being encumbered by engineering details.

Our system, TENSORCRYPT, leverages DL frameworks as
out-of-the-box computing acceleration tools for more efficient
cryptographic computation. It initiates the process by ab-
stracting two distinct domain-specific languages (DSLs): one
dedicated to cryptography and the other tailored for NN. These
DSLs serve as representations for the transformation source
and target, respectively. Leveraging these DSLs, we introduce
a program transformation framework that is capable of con-
verting programs written in the cryptographic DSL (CRYPT)
into equivalent programs in the neural network (NN) DSL.
This transformation is designed to uphold trace and bisim-
ulation equivalence between the two programs. In simpler
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terms, for a given input, both the overall program output and
the internal states (such as internal memory values) of these
programs remain identical. This critical property ensures that
the transformed program does not reveal any new information
to potential analyzers, even if an adversary were to observe
the internal program execution. Consequently, the security
level achieved by the transformed program matches that of the
original. Following the transformation, we embark on further
optimization of the NN. This process commences with the
implementation of operator fusion, involving the definition of
a set of fusion rules based on operator types. Simultaneously,
we enhance the data transmission process through the adoption
of load-on-use memory management. This combined approach
empowers our NN-based cryptographic algorithms to operate
with remarkable efficiency, particularly when complemented
by hardware accelerators and optimization techniques.
Significantly, these algorithms are designed for broad
deployability across diverse hardware and software systems.

Our TENSORCRYPT prototype has undergone rigorous test-
ing across AES, Chacha20, and Salsa20 implementations.
Notably, AES and Chacha20 serve as the recommended ci-
phers for encrypting large-volume data in TLS 1.3 [17, 18].
The experimental findings demonstrate the superior efficiency
of TENSORCRYPT models when compared to baseline ap-
proaches. Specifically, the TENSORCRYPT AES, Chacha20,
and Salsa20 models exhibit remarkable speed advantages,
achieving up to 4.09×, 5.04×, and 5.44× faster execution
rates, respectively, compared to their baseline counterparts.
Furthermore, the versatility of TENSORCRYPT models is a
striking feature. They demonstrate compatibility with a wide
array of hardware and software stacks. This encompasses
diverse hardware configurations, ranging from mobile and IoT
devices like the Google Pixel XL and Raspberry Pi 3, to hard-
ware accelerators including Nvidia GPUs and Google TPUs.
Likewise, the software landscape covered multiple operating
systems such as Linux, Windows, and MacOS, and deploy-
ment languages spanning Java and Python. The integration of
proposed optimizations significantly enhances the efficiency of
TENSORCRYPT models. Operator fusion, for instance, leads
to a reduction in latency of up to 79.79×, while load-on-use
memory management accelerates encryption speeds by up to
92.5×. These optimizations further underline the substantial
gains in performance achieved through our approach.

In summary, this paper introduces an innovative appli-
cation of NNs to accelerate cryptographic algorithms, re-
purposing neural computation, employing a combination of
program transformation and optimization techniques. While
the challenge of cryptographic algorithm acceleration is well-
established, we highlight the limitations of existing approaches
that predominantly lean on hardware accelerators. These solu-
tions often exhibit hardware specificity, achieving only subop-
timal performance despite substantial engineering investments.
The unique strength of our approach lies in harnessing both
hardware and software capabilities, fully maximizing the po-
tential of accelerators while significantly reducing engineer-
ing complexities. This novel approach leads to demonstrably

superior empirical results in terms of efficiency, comple-
mented by an intuitive and user-friendly programming inter-
face. Additionally, we introduce domain-specific languages,
novel program transformation methods, and domain-specific
optimizations, enhancing the overall comprehensiveness of our
solution. By tackling this longstanding problem, we establish
a new paradigm for accelerating cryptographic algorithms.
Scope. This paper focuses on symmetric ciphers using parallel
modes like ECB/CTR of AES, which benefit from GPU
acceleration. We do not anticipate TENSORCRYPT’s use in
sequential modes like CBC whose performance bottleneck is
caused by dependencies. Currently, as a prototype, TENSOR-
CRYPT transformation does not cover the broader class of
ciphers, e.g., ECC and post-quantum cryptography [19], or
general-purpose computations.

II. BACKGROUND AND RELATED WORKS

Cryptographic Implementation Acceleration. Recently, se-
cure transmission of large-scale data has become increasingly
important and has gained significant attention [2, 20]. In the
esteemed protocol TLS 1.3, ChaCha20 and Advanced Encryp-
tion Standard (AES) algorithms are recommended for large-
scale data encryption and decryption [18]. AES is a widely
used block cipher with parallelizable modes of operation [21].
Chacha20 and its variant, Salsa20, are stream ciphers, specifi-
cally designed for secure and efficient encryption of large-scale
data [22, 23]. In response to the growing need for accelerated
cryptographic implementations, numerous solutions have been
proposed for different hardware [24, 25]. For instance, Intel
introduces AES-NI to accelerate AES on Intel processors [24].

Moreover, there has been a substantial research focus on
GPU-based cryptographic implementations [2, 18, 20, 26–31]
due to the prevalence of graphic cards. Notably, these GPU-
based implementations have shown superior performance. For
example, GPU-based solutions are up to 13.60 times faster
than AES-NI and FPGA-based implementations [20, 28].
Apart from AES, GPU-based acceleration solutions are also
introduced to Salsa20 [31] and Chacha20 [18, 27]. In addition
to pioneering new designs, researchers have also utilized these
efficient cryptographic implementations in various applica-
tions, such as cryptographic file systems [2], random number
generation [32], and software memory encryption [27].
Deep Neural Network. As of now, the most powerful AI
models are in the deep neural network (DNN) architecture,
which simulates the layered structure of human brains, and
each layer performs certain operations that benefit the final
task [33]. Recently, it has achieved wide-range success in
modeling complicated data, e.g., images, natural languages,
and code [33–36]. The success of DNNs is largely attributed
to their ability to automatically engineer features. Such great
power comes with a price which is the black box nature
of DNNs [37]. Specifically, DNNs function as end-to-end
systems but it’s hard to understand their internal components
(e.g., weights and bias). Despite recent efforts in Explainable
AI (XAI) [38], interpreting general DNNs remains challenging
and unresolved.
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From the computational perspective, recurrent neural
networks (RNNs) have been proven to be Turing-complete [9].
Recent work has also designed other types of DNNs that are
Turing-complete [10]. This property indicates that DNNs can
theoretically simulate any procedures. For example, an RNN
iterates over computational cells to process data, and each cell
consists of pre-defined operations. Some operations maintain
the system state (i.e., context information) while others evalu-
ate the input [39]. Specifically, unlike common learning-based
DNNs that derive weights from data, non-statistical DNNs
can be constructed without relying on data-driven pattern
mining [38, 40]. For instance, DeepMind’s Tracer translates
human-readable programs into weights of transformer models,
enhancing their interpretability [38]. Similarly, in this paper,
we build TENSORCRYPT models in a non-statistical manner.

III. DESIGN

In this section, we present the design of our transformation
framework. We first present our threat model in §III-A. In
§III-B, we introduce two domain-specific languages (DSLs)
for cryptography and neural networks (NNs), then define
transformation rules, and finally provide an example of this
transformation process by demonstrating the application of
TENSORCRYPT to AES. In §III-C, we introduce optimizations
of TENSORCRYPT transformed NN models, i.e., operator
fusion and load-on-use memory management. Finally, we
provide an analysis of the transformation, rigorously proving
its property of trace and bisimulation equivalence, in §III-D.

A. Threat Model

In line with the conventional threat model employed in
cryptographic analysis, the primary objective of the adversary
is to ascertain the secret key [41, 42]. The distinctive feature of
our system, as opposed to existing ones, lies in the implemen-
tation of the same algorithm. Consequently, we operate under
the assumption that the adversary possesses the capability to
observe the system, akin to existing implementations. Our
security objective is to ensure that our implementation does not
divulge any more information than its existing counterparts.

B. Program Transformation

1) Domain Specific Languages: Cryptographic algorithms
are mathematical operations that take byte/integer sequences,
e.g., plaintext or ciphertext, as input and convert them into dif-
ferent representations. These algorithms are composed of arith-
metic operations (e.g., addition), bit operations (e.g., shift) and
array operations (e.g., slice). We formalize a simplified lan-
guage representation, denoted as CRYPT DSL in Fig. 1, which
contains all these operations as well as control flow statements
(e.g., conditional statements). In this language, a program
processes the input by a sequence of statements and generates
ciphertext or plaintext as encryption or decryption results.

Unlike cryptographic programs, neural networks (NNs)
are usually represented as computational graphs [43]. In the
bottom-up view, the computational graph nodes are usually
defined as operators (or operations), e.g., add operator

⟨program⟩ P ::= input(arg); s∗; output(v)
⟨statement⟩ s ::= x := e | x := y ⟨op⟩ z

| if (v) : s∗1 else : s∗2
| while (x>0) : s∗

⟨expr⟩ e ::= v | x | x[v] | x[vi:vj]
⟨operator⟩ op ::= + | − | ∗ | / | XOR | . . .
⟨⟩ v ∈ Value
⟨⟩ x,y,z ∈ Identifier;

Fig. 1: Language Abstraction of CRYPT DSL

⟨NN⟩ M ::= input(arg); l∗; output(v)
⟨layer⟩ l ::= x := add(·) | sub(·) | mul(·)

| bitShift(·) | bitAnd(·)
| slice(·) | lookup(·)
| cond(v, l∗1, l∗2) | loop(x>0, l∗)

⟨layer-add⟩ add(v) ::= (+ v)
⟨layer-loop⟩ loop(x>0, l∗) ::= (l[0] ◦ l[1] ◦ . . .)
⟨⟩ arg, x, v ∈ Tensor;

Fig. 2: Language Abstraction of NN DSL

can sum two tensors together. The same operators are then
aggregated as layers. That is, a neural network layer is a
collection of operators that perform a specific functionality
together. In NN models, the first and last layers are input
and output layers. And the hidden layers take inputs from
previous layers and produce outputs to following layers.

In Fig. 2, we define a neural network as a sequence of con-
nected layers, starting from the input layer to the output layer.
Each layer essentially is a function, performing arithmetic op-
erations (e.g., add), tensor manipulations (e.g., slice), bitwise
operations1 (e.g., bitShift), etc. In Fig. 2, we list two special
layers. The add layer performs value addition operations. The
loop layer creates a sub-computational graph, representing a
loop. Other special layers can be layers for random or pseudo-
random number generation, which is useful in cryptographic
applications. In most deep learning frameworks, a layer
can be customized by defining a lambda function, which
makes TENSORCRYPT extendable and generalizable to new
layers that are not defined in Fig. 2. For example, a lambda
layer [13] can be customized for various functionalities using
Python lambda functions or any user-defined functions. AI
frameworks will also automatically handle data transmission
between layers, and we omit such details in our discussion.

Additionally, we define the semantics of CRYPT and
NN DSLs in Fig. 3. These DSLs are subsets of existing
programming languages (e.g., C and Python), extendable to
other languages.

2) Transformation Rules: Fig. 4 presents the rules for trans-
forming programs in CRYPT DSL into NN DSL, including:
Statement transformation rules — transforming program
statements into NN layers as follows.
• [T-LOOKUP]. In cryptography algorithms, table lookup op-

erations are very important to perform nonlinear mapping,
e.g., element lookup. These statements can be defined as

1Bitwise NNs are popular with better robustness, interpretability, and
efficiency [44]. Therefore, bitwise operations are supported in major DNN
frameworks, e.g., Tensorflow [13], ONNX [45] and Pytorch [46].
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Definitions: σ, ϕ ∈ Store: V ariable → V alue; σ for cryptography (CRYPT) DSL, ϕ for neural network (NN) DSL.

Evaluation context rules:

Es ::= Es;s | [·]s | x:=[·]e | x:=[[·]e] | x:=[[·]e : e] | x:=[v : [·]e] | x:=[·]e ⟨op⟩ e

| x:=v ⟨op⟩ [·]e | if [·]e : s1 else : s2 | while [·]e : s∗,

El ::= El;l | [·]l | x:=[·]e | x:=[[·]e] | x:=[[·]e:e] x:=[e:[·]e] | x:=l([·]e, e) | x:=l(v, [·]e)

Expression Rule: σ : e
e−→ v [E-CRYPT] ϕ : e

e−→ v [E-NN]

σ : v
e−→ v [E-CONST-CRYPT] ϕ : v

e−→ v [E-CONST-NN]

σ : x
e−→ σ(x) [E-VAR-CRYPT] ϕ : x

e−→ ϕ(x) [E-VAR-NN]

Statement/Layer Rule: σ, s
s−→ σ′, s′ [STMT-CRYPT] ϕ, l

l−→ ϕ′, l′ [STMT-NN]

σ : x := y [v]
s−→ σ[x → σ(y[v])], skip [LOOKUP-CRYPT] ϕ : x := lookup(y, v)

l−→ ϕ[x → ϕ(y[v])], skip [LOOKUP-NN]

σ : x := y [vi : vj ]
s−→ σ[x → [σ(y[vi]), ..., σ(y[vj ])]], skip [SLICE-CRYPT] ϕ : x := slice(y, [vi : vj ])

l−→
ϕ[x → [ϕ(y[vi]), ..., ϕ(y[vj ])]], skip [SLICE-NN]

σ : x := y + z
s−→ σ[x → σ(y) + σ(z)], skip [OP-ADD-CRYPT] ϕ : x := add(y, z)

l−→ ϕ[x → ϕ(y) + ϕ(z)], skip [OP-ADD-NN]

σ : if(v) : s1 : else : s2
s−→ σ, s1 , if v = true [IF-T-CRYPT] ϕ : cond(v, l1, l2)

l−→ ϕ, l1 , if v = true [IF-T-NN]

σ : while (x > 0) : s∗x
s−→ s∗x, s, if x > 0 [LOOP-E-T-CRYPT] ϕ : loop(x > 0, l∗x)

l−→ l∗x, s , if x > 0 [LOOP-T-NN]

Global Rules:

σ : e
e−→ v

σ,E[e]e → σ,E[v]e
[G-EXPR-CRYPT]

ϕ : e
l−→ v

ϕ,E[e]e → ϕ,E[v]e
[G-EXPR-NN]

σ : s
s−→ σ′, s′

σ,E[s]s → σ′, E[s′]s
[G-STMT-CRYPT]

ϕ : l
l−→ ϕ′, l′

ϕ,E[l]l → ϕ′, E[l′]l
[G-STMT-NN]

Fig. 3: Semantics of CRYPT DSL and NN DSL

Statement Transformation: s
ctx−−→ l

x := y [v]
ctx−−→ x := lookup(y, v) [T-LOOKUP] x := y [vi : vj ]

ctx−−→ x := slice(y, [vi : vj ]) [T-SLICE]

x := y + z
ctx−−→ x := add(y, z) [T-OP-ADD] x := yˆz

ctx−−→ x := bitXOR(y, z) [T-OP-XOR]

s1
ctx−−→ l1 s2

ctx−−→ l2

if(v) : s∗1 else : s∗2
ctx−−→ cond(v, l

∗
1 , l

∗
2)

[T-IF]
sx

ctx−−→ lx

while(x > 0) : s∗x
ctx−−→ loop(x > 0, l

∗
x)

[T-LOOP]

Program Transformation: P
ctx−−→ M

s
ctx−−→ l

input(arg); s∗; output(v)
ctx−−→ input(arg); l∗; output(v)

[T-INPUT-ASGN]

Fig. 4: Transformation Rules. We skip listing some rules due to space limitations, e.g., [T-OP-SUB] for substitution operations.

x := y [v], where v-th element of y is looked up. This rule
transforms lookup statements into x = lookup(y, v) layers.

• [T-SLICE]. The slice statement is defined in many lan-
guages to obtain elements from the start index to the end
index from arrays. It can be formally defined as x :=
y [vi : vj ], where y is sliced from vi to vj With this rule,
we transform this statement into the slice(y, [vi : vj ]) layer.

• [T-OP]. Arithmetic statements and bitwise operations are
fundamental building blocks for cryptographic algorithms.
To incorporate these computations into TENSORCRYPT
models, we propose this rule for transforming arithmetic
and bitwise statements. Moreover, we define a set of
sub-rules for basic operations, e.g., [T-OP-ADD] and
[T-OP-XOR], for addition and bit XOR operations.

• [T-IF]. We formalize the basic control flow
statement if-else as if(v) : s∗1 else : s∗2

′. Accordingly,
this rule transforms if-else statements into cond(v,

l∗1, l∗2
′) layers. The execution branches (l∗1 and l∗2) are

determined by the condition tensor v.
• [T-LOOP]. The loop statements are commonly utilized to

iterate through encryption or decryption rounds. In this
rule, (x > 0), x, and s∗x are the loop condition, iterator,
and body. The loop condition can be expressed in different
ways, e.g., (x in [1, N]). This statement repeatedly executes
the loop body s∗x when its condition holds true. [T-LOOP]
transforms this statement to a loop(x > 0, l∗x) layer.

Program transformation rules transform the whole programs
into NN models. In [T-INPUT-ASGN], a program P can be
formalized as input(arg); s∗; output(v), where P sequen-
tially executes a list of statements s∗ based on input arguments
arg to produce output v. We define an NN model M as
input(arg); l∗; output(v), where arg, l∗, and v are input ten-
sors, hidden layers, and output tensors. With TENSORCRYPT,
each statement of s∗ is transformed into one layer of l∗.
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1 # encrypt function definition
2 input(msg, key, Nr);
3 # AddRoundKey: expanded key slicing and XOR bytes
4 k = key[0:15];
5 # byte-wise XOR of k and msg
6 msg = [k[0] ^ msg[0], …, k[15] ^ msg[15]];
7 # iterate Nr-1 rounds
8 for r in [1, 2, …, Nr-1]:
9 # SubBytes: S-box lookup 

10 msg = Sbox[msg[0], …, msg[15]];
11 # ShiftRows: row index array lookup
12 msg = msg[0, 5, 10, 15, …, 12, 1, 6, 11];
13 # MixColumn: gf_mul table lookup and XOR
14 # msg[0] multiplies with 02 in GF(28)
15 mul0_2 = gf_mul2[msg[0]];
16 # msg[1] multiplies with 03 in GF(28)
17 mul1_3 = gf_mul3[msg[1]];
18 xor2_3 = msg[2] ^ msg[3];
19 msg[0] = mul0_2 ^ mul1_3 ^ xor2_3;
20 … # similar steps for msg[1, 2, 3] and other columns
21 … # skip similar steps for AddRoundKey
22
23 # last round: SubBytes, ShiftRows, and AddRoundKey
24 … # skip similar steps
25 output(msg);

(a) AES Implementation in CRYPT DSL

# encrypt model transformed
input(msg, key, Nr);
# AddRoundKey: expanded key slicing and XOR bytes
k = slice(key, [0:15]);
# byte-wise XOR of k and msg
msg = bitXOR(k, msg);
# iterate Nr-1 rounds
loop(r = [1, 2, …, Nr-1], [

# SubBytes: S-box lookup 
msg = lookup(Sbox, [msg[0], …, msg[15]]);
# ShiftRows: row index array lookup
msg = lookup(msg, [0, 5, 10, 15, …, 12, 1, 6, 11]);
# MixColumn: gf_mul table lookup and XOR
# msg[0] multiplies with 02 in GF(28) 
mul0_2 = lookup(gf_mul2, msg[0]);
# msg[1] multiplies with 03 in GF(28)
mul1_3 = lookup(gf_mul3, msg[1]);
xor2_3 = bitXOR(msg[2], msg[3]);
msg[0] = bitXOR(mul0_2, bitXOR(mul1_3, xor2_3));
… # similar steps for msg[1, 2, 3] and other columns
… # skip similar steps for AddRoundKey

]);
# last round: SubBytes, ShiftRows, and AddRoundKey
… # skip similar steps
output(msg);

①

②

③

④

⑤

⑥

⑦

⑧

⑨

(b) AES Implementation in NN DSL

Fig. 5: AES Implementations. The code blocks in NN DSL are transformed from those of CRYPT DSL with the same colors.

Note that the design and implementation of DSLs (e.g.,
Python vs. PyPy) are different and vary in complexity.
TENSORCRYPT DSLs are based on existing C++ (for CRYPT
DSL) and TensorFlow (for NN DSL), because of their
widespread adoption in respective domains in the real world.
Additionally, both platforms boast mature ecosystems that
support a wide range of hardware platforms with accelerators
and software stacks. We prioritized clear and simplified
interfaces, aligning with established principles of software
engineering [47], to enhance readability and usability. The
memory models of our DSLs align with C++ memory
model [48] for the CRYPT DSL and a TensorFlow model for
the NN DSL as well.

3) A Transformation Example Based on AES: To facilitate
readers’ comprehension of TENSORCRYPT, we provide a
concrete example of how the transformation works using AES.
Specifically, Fig. 5a presents an AES program in CRYPT DSL,
abstracted from an existing AES implementation. Addition-
ally, Fig. 5b shows a transformed AES model in NN DSL,
abstracted from an NN model.

Advanced Encryption Standard. Advanced Encryption Stan-
dard (AES) is a symmetric block cipher that maps 16-byte
input blocks to 16-byte output blocks through the use of
multiple rounds. Each AES round (except for the final round)
comprises four fundamental operations.

• AddRoundKey adds round-specific keys to the intermedi-
ate ciphertext state by bitwise XOR operations.

• SubBytes performs non-linear substitution by replac-
ing state bytes with substitution box (S-box) elements.

• ShiftRows shifts rows of state by a predefined order.
• MixColumn maps each byte of a column of state into

a new byte by matrix multiplication of state column
matrices and a MixColumn matrix (MC).

AES Implementation in CRYPT DSL. Fig. 5a shows an AES
implementation in CRYPT DSL, where we group the program
lines based on their functionalities into blocks. Block 1
defines the input of encrypt function with three arguments,
i.e., a 16-byte plaintext block msg, the round key, and round
number Nr. Block 2 defines the process of AddRoundKey,
where the first round-specific key k is obtained by slicing key
and then k is XOR’ed with msg at the byte level. Block 3
iterates over (Nr−1) encryption rounds with a loop. Block 4
performs the SubBytes operation by looking up S-box with
msg bytes. Next, block 5 defines the ShiftRows operation
by looking up a predefined index array. Block 6 and 7
show the MixColumn operation, where every column of msg
is operated with four fixed polynomials over GF (28) [49].
While the calculations over the 16 bytes are similar, we only
list these for the first byte for simplicity. In common practice,
multiplication over GF (28) can be performed by looking up
the pre-calculated tables for efficiency purposes. Therefore,
block 6 defines the table lookup operations on gf_mul2 and
gf_mul3 for multiplications with 0x02 and 0x03. Block 7
performs XOR operations over the bytes. In each encryption
round, the last operation is AddRoundKey, which is similar to
block 2 . The last encryption round of AES is different from
the other rounds, e.g., without the MixColumn operation. In
block 8 , we skip such details as the operations have been
introduced. Ultimately, block 9 specifies the output statement
that will produce the ciphertext msg as the end result.

Transformed AES Implementation in NN DSL. Fig. 5b
presents the AES model transformed from the implementation
in Fig. 5a. Since there are mainly four types of statements
in Fig. 5a, i.e., slice, XOR, lookup, and loop, we focus on
demonstrating transformation on these statements.

• Slice Statement. For the slice statement in block 2 , we
first map variables into identifiers in [T-SLICE]: x = k and
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y = key. Afterwards, we evaluate slicing indices [0:15]
by applying the execution context rule x:=[[·]e : e] and
x:=[v : [·]e] to iteratively evaluate the expressions. The
same process applies to other slice statements.

• XOR Statement. Block 2 also declares a XOR statement,
in which we have omitted the intermediate steps: msg[0]
= k[0] ∧ msg[0], . . . , msg[15] = k[15] ∧ msg[15]. To
transform this XOR statement, we first need to transform
these intermediate steps. Thus, we apply [T-OP-XOR]
with mapping variables and identifiers, e.g., msg[0] =
bitXOR(k[0], msg[0]). Next, we merge the layers, trans-
formed from intermediate steps, into the bitXOR layer
because many deep learning frameworks have element-
wise layers, e.g., TensorFlow tf.bitwise.bitwise_xor.
Other XOR statements can be transformed by applying
[T-OP-XOR].

• Lookup Statement. In block 5 , msg is looked up by a row
index array. Similar to XOR statement transformation, we
have omitted the intermediate steps msg[0] = Sbox(msg[0]),
..., msg[11] = Sbox(msg[11]) for simplicity. By applying
[T-LOOKUP], lookup layers are generated, which are
further merged as an element-wise lookup layer, similar
to XOR statement transformation. The remaining lookup
layers undergo the same transformation process.

• Loop Statement. At block 3 , there is a for-loop
statement. To apply [T-LOOP], we first identify the
loop condition (r in [1, 2, .., Nr-1]) and the iterator
r. The statements from lines 9 to 21 in the loop body
correspond to s∗x, which can be transformed into layers
using the same approaches mentioned earlier. Similarly,
the skipped statements are successfully transformed into
layers, although their details have been omitted.

• Program Transformation To transform the encrypt func-
tion into a model, we apply the [T-INPUT-ASGN] rule. In
particular, we utilize the mappings arg = (msg, key, Nr)
and v = msg to transform the input and output statements.
The function body statements s∗ are transformed in a
similar way to the transformation of loop body statements.

To this end, we successfully transform the AES implementa-
tion from CRYPT DSL to NN DSL in Fig. 5. In this figure, we
omitted details of SubBytes, ShiftRows, and AddRoundKey
operations in the last round for better readability. The omitted
code follows the same implementation (but with different
indices and variables) with the detailed code of the earlier
steps we show, e.g., lines 3-–6 for AddRoundKey and lines
9—10 for SubBytes.

C. TENSORCRYPT Model Optimizations

Hardware accelerators are introduced for high-performance
computing, but there is a trade-off in using these accelerators.
On the one hand, these devices are designed to enhance
performance and achieve parallelism for some computations,
e.g., floating-point computations. On the other hand, they
are slower devices, which introduce extra management (e.g.,
scheduling) and data movement (e.g., through PCIe bus),
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Fig. 6: Operator Fusion Workflow. In sub-figure (a), rectangles,
cycles, and arrows are tensors, operators, and data transmis-
sion, respectively. In sub-figure (b), dashed lines denote equal
kernel execution overhead.

compared to using main memory. Existing works [7, 50]
leveraged the parallelization capabilities of these devices
but failed to reduce the overhead introduced by unnecessary
management and data movement. In light of this observation,
we optimize models to address these limitations.

1) Operator Fusion: As discussed in §III-B1, neural net-
works can be represented as computational graphs. Fig. 6a
presents an example, where the input tensors w1, w2, and w3

are processed by three operators, i.e., Add, Mul, and Sum. To
execute them, there are three main steps, i.e., operator schedul-
ing, data transmission, and operator kernel execution [51]. For
example, to perform the calculation with the Add operator, the
host first schedules and picks up this operator to be executed
based on the graph structure (step 1). Then, tensors w1 and w2

are loaded and moved to the GPU memory (step 2). Finally,
the kernel of Add is executed (step 3).

Non-optimized computational graphs have redundant man-
agement and data movement operations. Fig. 6a gives an
example of computing w1 + w2 + w2 × w3. The initial
computational graph contains three operators, i.e., Add, Mul,
and Sum. Fig. 6b shows its execution process: the host first
schedules the Add operator, then transfers the input tensors
w1 and w2 to the GPU memory, and finally executes the
Add operator. Then, the host schedules the Mul operator,
transfers the input tensors w2 and w3 to the GPU memory,
and executes the Mul operator. Finally, the host schedules
the Sum operator, transfers the input tensors w4 and w5 to
the GPU memory, and executes the Sum operator. In this
execution process, all inputs and internal results have to be
frequently loaded to (or offload from) the GPU memory, which
leads to high overhead. Furthermore, despite its simplicity,
this graph necessitates multiple rounds of scheduling (i.e.,
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positively correlated to the number of operators), introducing
more overhead. The key idea of reducing such overhead is to
fuse graph operators, which is known to be challenging [52].
While existing methods are search or heuristic-based, our key
observation is that most cryptographic operators are many-to-
one (e.g., addition) and one-to-one (e.g., slice), which allows
us to perform easy rule-based operator fusion to reduce the
scheduling and data movement overhead. Similar to Fig. 5,
we omitted unoptimized operations for readability in Fig. 6.
Many-to-one Operator Fusion. For many-to-one operators,
our fusion rule looks for operators that depend on the same in-
puts and simply merge these operations into one by appending
one after the other. If these operators do not have dependen-
cies, the order of operations does not matter. Otherwise, we
follow the dependency order to maintain the correctness of
the computation. For example, in Fig. 6a, the Add and Mul
operators can be fused into one Add-Mul operator because
they share the same input tensor w2.
One-to-one Operator Fusion. For the one-to-one operator,
we can simply merge it with its predecessor or successor by
prefixing or appending the operator logic, respectively. For
the Fig. 6a example, after fusing the Add and Mul operators,
the Sum operator can be fused with the Add-Mul operator by
appending the Sum logic to the Add-Mul operator. As such,
we reduce the total number of operators to one, reducing the
scheduling overhead by removing two operators and avoiding
loading w2, w4, and w5 (as shown in Fig. 6b).
Fusion Order. One-to-one operators do not have dependencies
on other operators, thus the fusion order for them does not
matter. Many-to-one operators can lead to the creation of
one-to-one operators. As such, we first perform many-to-one
operator fusion and then perform one-to-one operator fusion.

2) Load-on-use Memory Management: Another key factor
that affects GPU computation performance is memory man-
agement. Similar to the CPU main memory, the GPU memory
is also a shared resource and has limited capacity. If the
GPU memory is full, the host has to evict some data from
the GPU memory to make room for new data. This process
is called memory swapping and is time-consuming. GPU

memory management is more challenging. Firstly, unlike the
main memory, which is controlled by the kernel, GPU memory
is managed by users. Namely, a user can determine when to
load data to the GPU memory and when to evict data from the
GPU memory. A poorly programmed application may use the
GPU memory inefficiently, leading to poor performance. We
profiled the GPU memory usage of a popular cryptographic
implementation [26]. For profiling, we used the NVIDIA
GeForce GTX 1080 Ti GPUs that have 11 GB GDDR5X
memory and fed the ciphers with over 107 input plaintext
blocks. It took 0.0368 and 0.141 seconds to perform data
transmission and encryption, respectively.

Fig. 7 (a) shows the hit-rate heatmap of the GPU memory.
As we can see from the figure, the GPU memory is not
fully utilized. Most of the GPU memory has very low
hit rates and only a small portion of the GPU memory is
frequently used. This is because the implementations loaded
the large bulk of plaintext data to the GPU memory at the
beginning of the encryption process, which is a common
practice [26, 53], known as eager loading. The plaintext data
is usually large and occupies most of the GPU memory. As
such, the more frequently used values have to be frequently
loaded and evicted from the GPU memory, which leads to
poor encryption performance. Moreover, operator fusion is
a typical optimization strategy that trades space for time: it
reduces the number of operators but increases the number of
inputs in each operator. For example, in the Fig. 6a, the final
operator Add-Mul-Sum has three inputs, i.e., w1, w2, and w3,
more than any of the original operators. In the real world, if an
operator has too many inputs, it can lead to inefficient memory
usage and execution, similar to the presented case above.

While observing such a performance bottleneck, we propose
to optimize the data transmission process with load-on-use,
a lazy loading strategy. Namely, we would postpone the data
loading as much as possible until the data is actually needed.
To do this, we cluster computations requiring the same inputs
and reorder the statements to ensure that statements using
the same inputs are close to each other while maintaining the
dependencies unchanged. Meanwhile, many ciphers employ a
technique where plaintext is not directly encrypted but instead
combined with intermediate ciphertext [22]. This approach is
commonly used in many block and stream ciphers, e.g., AES
(CTR mode), Salsa20, Chacha20, RC4, HC-128, etc [22]. We
optimize such ciphers and only transfer plaintext from CPU
to GPU when it is needed, rather than loading it into GPU
memory from the very beginning. As shown in Fig. 7 (b),
with our optimization, all the GPU memory is available and
dedicated to cipher execution.

D. Transformation Analysis

In this subsection, we show that our program transformation
guarantees the correctness of the generated program by
showing its bisimulation equivalence to the original program.
Moreover, we also prove that the transformed program is trace
equivalent to the original program, achieving the same level
of security as the original program under our threat model
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(§III-A). To begin with, we first introduce the definitions of
bisimulation equivalence and trace equivalence:

Definition 1 (Trace Equivalence). Given programs P and M ,
SP
i,t represents the program execution state of program P at

execution step t for a given input i. We use TP and TM

to denote all possible execution steps for program P and M .
Programs P and M are trace equivalent (P ≃T M ) when all
their execution states are equivalent, i.e., ∀i, SP

i,TP = SM
i,TM .

Definition 2 (Trace Equivalent Transformation). Given a pro-
gram transformation Γ and programs P and M , M = Γ(P ),
Γ is a trace equivalent transformation ⇐⇒ P ≃T M .

Definition 3 (Bisimulation Equivalence). Given two programs
P and M , they are bisimulation equivalent (P ≃B M ) if
∀i, P (i) = M(i) where i is any input.

Intuitively, two programs are trace equivalent when their
internal execution states are the same during the whole execu-
tion for the same input. Program transformation that preserves
such a property is a trace equivalent transformation (Defini-
tion 1). Meanwhile, we refer to two programs as bisimulation
equivalent as they implement the same functionality, i.e., two
programs generate the same output for the same input, which
guarantees the correctness of two implementations but does
not guarantee the same security. For example, merge sort and
quick sort algorithms can give the same output for the same
input (i.e., bisimulation equivalent), but they are not trace
equivalent. Bisimulation equivalent transformation can also be
defined in this way, and we omit such details. For a cryp-
tography algorithm, we require the transformation to be trace
equivalent to ensure that the transformed program achieves the
same level of security as the original program. This is to avoid
the possibility that inner variables of the transformed program
leak critical information (e.g., the secret key).

Based on the definitions, we have:

Corollary 1 (Functionality Guarantee). Programs P and M
are trace equivalent ⇒ P and M are bisimulation equivalent,
i.e., P ≃T M ⇒ P ≃B M .

Proof. We have P ≃T M . Based on its definition, we have
∀i, SP

i,TP = SM
i,TM . When tP and tM are the terminal states of

program P and M , respectively, ∀i, SP
i,tP = SM

i,tM ⇒ P (i) =
M(i). Thus, P ≃T M ⇒ P ≃B M .

To show the security of our transformation, we first intro-
duce a few lemmas.

Lemma 2. Our proposed program transformation is a trace
equivalent transformation.

This lemma can be proven by induction. Details can be
found in §A.

Based on Corollary 1 and Lemma 2, we can make the fol-
lowing claim about the correctness guarantee of our program
transformation:

Corollary 3 (Correctness Guarantee). DNN M generated
by the proposed program transformation provides the same
functionality as its original implementation P .

Proof. We use Γ to denote our program transformation, thus
M = Γ(P ). According to Lemma 2, our program trans-
formation Γ is a trace equivalent transformation. According
to Corollary 1, ∀i,M(i) = P (i) where i is an input. Thus, M
provides the same functionality as P .

Lemma 4. Under the threat model where the adversary can
observe all internal execution states, cryptographic programs
M and P have the same security guarantees when P ≃T M .

Proof. Under the threat model, the goal of the adversary is
to recover the key K from the program source code or its
super set, the program execution states. We use P(K|SP ) and
P(K|SM ) to denote the probability of the adversary guessing
the correct key. The attack process is to make new observations
on program states S and update this probability P(K|S), and
when P(K|S) is high enough (can be solved under given
time and computing resources constraints), the adversary wins.
When P and M are trace equivalent, ∀i,∀k, SP

i,k = SM
i.k.

Namely, the adversary will make the same observations at any
given time. Thus, ∀i,∀k,P(K|SP

i,k) = P(K|SM
i,k).

In conclusion, trace equivalent programs M and P have the
same security guarantees under this white-box setting.

With this, we can confirm the security guarantee of our
method by proving the following proposition:

Proposition 5 (Security Guarantee). DNN M generated by
our proposed program transformation provides the same se-
curity guarantees as its original implementation P under the
threat model.

Proof. We use Γ to denote our program transformation,
thus M = Γ(P ). According to Lemma 2, our program
transformation Γ is a trace equivalent transformation.
Thus, programs P and M are trace equivalent. According
to Lemma 4, M and P provide the same security guarantee
under the threat model.

Now, we have proved that our program transformation
guarantees the correctness of the transformed program and the
same security as the original implementation under our threat
model. Notice that such correctness and security guarantees
abstract the compiling and optimization of the program con-
ducted by the compiling framework. That is, if the compiling
framework contains malicious behaviors [54], the proof is
potentially not valid. Also, our transformation analysis is
performed on DSLs instead of implementations. While the
implementation adheres to the transformation framework and
DSL, our optimizations enhance implementation efficiency
without affecting the program transformation itself. We also
want to point out that this security is consistent with existing
cryptanalysis, which views the compiling framework (and
lower-level computing infrastructures) as part of the trust base.
In practice, we can also verify that the compiler intermediate

8



representation (IR) or compiled binary code is trace equivalent.
In Appendix §B, we provide such an example. For other po-
tential threats (e.g., side channels), we have discussed security
implications and side channel attacks in §III-A.

IV. IMPLEMENTATION

With TENSORCRYPT, we seek to transform existing cryp-
tographic programs into NN models. To achieve this, we
leveraged TENSORCRYPT to transform the C/C++ crypto-
graphic programs (CRYPT DSL) into TensorFlow [13] models
(NN DSL). Moreover, our transformation source programs
are venerated C/C++ implementations, i.e., the OpenSSL
AES/Chacha ciphers [55] and the official Salsa implemen-
tation [22]. Next, we transform these source programs into
Tensorflow Models with TENSORCRYPT. Specifically, TEN-
SORCRYPT utilizes the mappings outlined in Table II (Ap-
pendix §C) to build concrete TensorFlow models and layers.
For TENSORCRYPT model optimizations (§III-C), we imple-
mented load-on-use memory management with Tensorflow
APIs (e.g., tf.device and tf.constant and directly lever-
aged XLA [16] for operator fusion.

Correctness. To verify the correctness of all implementations,
we use NIST/RFC test vectors [56, 57] for AES and cipher
specifications [22] for Salsa20 and Chacha20 on TENSOR-
CRYPT models (as well as our baselines). Specifically, after
building TENSORCRYPT models, we perform encryption on
given input vectors and compare the cipertext with given test
vectors to ensure exact match. The same process is applied on
decryption with the TENSORCRYPT models.

V. EVALUATION

We aim to answer the following research questions:
• RQ1: For effectiveness and efficiency, how do

TENSORCRYPT models compare to state-of-the-art
cryptographic implementations?

• RQ2: How general is our technique? Namely, is it limited
to specific ciphers, hardware (e.g., mobile and IoT devices)
or software (e.g., operating systems)?

• RQ3: How can our proposed optimization methods help
reduce the overhead of TENSORCRYPT models?

• RQ4: To what extent can other factors, such as cipher
modes, key sizes, and encryption/decryption options,
impact the performance of TENSORCRYPT models?

A. Evaluation Setup

In this paper, we evaluate AES, Salsa20, and Chacha20. We
use them for evaluations because they are recommended for
large-volume data encryption in TLS 1.3 [58]. For AES, we
follow previous studies [2, 59] and focus on the CTR mode
due to its parallelism and superior security guarantee. Since
different key sizes do not give notable performance differences
(see §V-E for more details), we mainly report results on 128-
bit keys for simplicity. In addition, our evaluation results are
presented primarily on the encryption process because AES,
Chacha20, and Salsa20 are symmetric ciphers [41], while it’s

worth noting that we also assess the decryption process, which
is discussed in more detail in §V-E.

Baselines. To show how effective and efficient TENSORCRYPT
models are, we compare them with current GPU-based cryp-
tographic implementations that have achieved state-of-the-art
performance [20, 26, 27]. But as far as we know, there are
no such implementations available from reputable vendors,
e.g., OpenSSL. Therefore, we concentrate on GPU-based
cryptographic implementations found in literature and public
repositories for baseline selection. We skip evaluating the
implementations based on the other acceleration methods due
to their lower performance, e.g., the AES-NI [24] are 6.52x-
13.60x slower than GPU-based AES implementations [20, 28].

Despite many prior works proposing to accelerate cryp-
tographic implementations using GPUs, most of them have
not released their implementations. Moreover, some of the
open-source implementations are incorrect [53]. For instance,
the bugs are found in the existing research, e.g., hard-coded
keys during compilation for implementations by Hajihassani et
al. [7]. Therefore, we adopt a 3-step approach to select base-
lines considering availability, correctness, and state-of-the-
art performance. First, we identify recent GPU-based crypto-
graphic implementations and literature. Next, we test the open-
source implementations to verify their correctness. Finally,
we select implementations with state-of-the-art performance.
Note that, we observe that baseline methods were evaluated
using outdated GPUs in their original research, different from
ours. Therefore, we use the same evaluation setup as TENSOR-
CRYPT on all baselines for fair comparisons. We have chosen
the GPU-based Chacha20/Salsa20 implementations [27] and
AES benchmarks [20] as our baselines. (see Appendix §E).

Maintenance and Optimization Costs. During evaluations,
we observe some one-time costs for both TENSORCRYPT
models and baselines (e.g., model saving and loading for
TENSORCRYPT models), which can be amortized in cipher ex-
ecution processes (discussion in §F). For example, TensorFlow
models undergo the time-consuming tracing process [60],
which can be amortized by pre-loading the model in memory
and reusing the traced model. Moreover, TENSORCRYPT
models are first transformed from source programs, optimized
using our proposed methods, and saved as .pb and .tflite
files. For maintenance, TENSORCRYPT models and baselines
involve minimal storage. Specifically, after transformation,
TENSORCRYPT models are first stored in .pb files, whose
sizes are comparable to baseline binaries, e.g., AES models
and baselines have file sizes of 704 KB and 646 KB, respec-
tively. TENSORCRYPT model sizes can be further reduced as
.tflite models, e.g., the AES .tflite model is 149 KB,
which is portable for mobile/IoT devices.

Test Environments and Methods. The specifications of the
machines and devices used for evaluations are presented in
Table I of §D. For performance testing, we process input mes-
sages into plaintext/ciphertext blocks (the block sizes for AES,
Salsa20, and Chacha20 are 16-byte, 64-byte, and 64-byte) and
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Fig. 8: Latency and Profiling of TENSORCRYPT Models and
Baselines for AES, Salsa20, and Chacha20 on GPUs

run ciphers multiple (> 30) times. All steps are guaranteed to
be the same for the baselines and TENSORCRYPT models.

B. RQ1: Effectiveness and Efficiency

To answer RQ1, we first evaluate both baselines and TEN-
SORCRYPT models with GPUs and then perform an in-depth
overhead analysis to comprehend the underlying reasons.

Overall Performance and Baseline Comparison. We
evaluate the performance of TENSORCRYPT models and
baselines on a GPU server, i.e., Lambda workstation in
Table I, which has 4 NVIDIA GeForce GTX 1080 Ti
graphics cards and NVIDIA CUDA Toolkit 11.4 as GPU
driver. To fully utilize the GPU resources, we configure
models and baselines as follows. For TENSORCRYPT
models, we use the best-practice TensorFlow GPU computing
strategy tf.distribute.Strategy. For baselines, we
experiment with multiple thread numbers per block (i.e.,
dimBlock) and choose the one that yielded the best
performance. We dynamically set the number of blocks per
grid (i.e., dimGrid) based on the input size. In order to
replicate the exponential data growth trend described in §I,
we increase the size of plaintext and ciphertext exponentially
based on number of input blocks2.

Fig. 8 (a) presents the latency of AES models and baselines
on GPU. Our overall results indicate that both TENSORCRYPT

2We round some block numbers to integers, such as 31 for 101.5

models and baselines exhibit an increasing trend in encryption
latency. For small input (# blocks ≤ 104), our baselines
and TENSORCRYPT models exhibit similar performance. For
large input (> 104), TENSORCRYPT models are 2.33× faster
than the baselines on average. This performance gap becomes
more significant when block number > 106 with our models
achieving a speedup of 4.09× compared to the baselines.
The 106 input blocks correspond to the data required for
encryption and decryption in a Zoom meeting with 200
attendees, the application scenarios of TENSORCRYPT as
elucidated in §I. Meanwhile, in Fig. 8 (c) and (e), Salsa20 and
Chacha20 TENSORCRYPT models outperform the baselines as
well, i.e., they are 5.44× and 5.06× faster than baselines on
average. Our main objective for developing TENSORCRYPT
was to enable efficient cryptographic computations, and the
significant outperformance of our models compared to the
baselines demonstrates the effectiveness of our approach.

Performance Analysis. To gain a better understanding of the
reasons behind the superior performance of TENSORCRYPT
models, we profiled both our models and the baselines. This
analysis reveals three primary steps that cause the overhead: (i)
key generation and input padding, (ii) cipher execution on the
GPU, and (iii) data transmission between the CPU and GPU
devices. Step (i) is found to be very efficient, taking less than
0.00001 seconds for both the baselines and TENSORCRYPT
models. Therefore, we focused our performance profiling
on the remaining two steps, (ii) and (iii), particularly for
large input sizes where we observed significant performance
differences between the models and baselines.

Fig. 8 (b) presents the profiling results for AES models and
baselines. AES TENSORCRYPT models surpass baselines in
both cipher execution and memory copy operations. Specifi-
cally, when with > 105 input blocks, TENSORCRYPT models
(Cipher-TENSORCRYPT) exhibit an average cipher execution
speed 1.93× faster than baselines (Cipher-Baseline). Simi-
larly, TENSORCRYPT models (Memcpy-TENSORCRYPT) out-
perform baselines (Memcpy-Baseline) in data transmission op-
erations. Fig. 8 (d) and (f) present profiling results for Salsa20
and Chacha20, where TENSORCRYPT models also exhibit
better performance. As an illustration, on average, Salsa20 and
Chacha20 models (Cipher-TENSORCRYPT) demonstrate ci-
pher execution speeds that are 9.50× and 8.09× faster than the
baseline (Cipher-Baseline), respectively. In data transmission,
the Salsa20 model (Memcpy-TENSORCRYPT) demonstrates
2.29×, 5.61×, and 12.44× faster performance than the base-
line (Memcpy-Baseline), given 104, 105, and 106 input blocks.

RQ1 Answer: TENSORCRYPT models are more efficient
than baselines (e.g., up to 4.09× faster for AES en-
cryption). Our profiling results demonstrate their superior
efficiency in cipher execution and data transmission, e.g.,
up to 12.44× improvement for Salsa20.

C. RQ2: Generalizability

To answer RQ2, we evaluate TENSORCRYPT models on
multiple platforms with various software and hardware stacks.
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Fig. 9: Latency of TENSORCRYPT Models on Diverse Plat-
forms with Various Software and Hardware Stacks.

Other Hardware Accelerators. To assess the deployability
of TENSORCRYPT models on other hardware accelerators, we
create a virtual machine (VM) on Google Cloud (Table I) with
a Google Tensor Processing Unit (TPU) V2-8 node [11]. We
skip evaluating baselines since TPUs are specifically designed
for tensor operations and currently do not support CUDA GPU
programs. Instead, we opt to evaluate TENSORCRYPT models
on the CPU of the created VM, which enables us to showcase
the advantages of TENSORCRYPT. For model deployment, we
only need to change several lines of GPU deployment codes
to use TPUs with the tf.distribute.TPUStrategy API.

Fig. 9 (a) presents the encryption latency of AES
TENSORCRYPT models on TPU and CPU. Overall,
TENSORCRYPT models perform 10.53× faster on TPU
compared to CPU. With large input sizes (# blocks ≥ 104),
TPUs can significantly enhance the model’s performance. For
instance, with 105 input blocks, the model is 29.43× faster
when executed on TPU compared to CPU. Fig. 9 (b) shows
the latency of Salsa20 and Chacha20 models with TPU and
CPU devices (since both Salsa20 and Chacha20 have the
same block sizes, we present their performance on the same
figure). The Salsa20 and Chacha20 models are 13.87× and
15.60× faster on TPU than on CPU, respectively.

Mobile and IoT Devices. DNN models are widely used in
mobile and IoT applications [61], critical for IoT security [62].
We demonstrate the deployability of TENSORCRYPT models

on mobile devices by running them on a Google Pixel XL
smartphone with Android 8.1 installed. Although this device
has a graphics card, TensorFlow mobile GPU delegate [63]
only supports a very limited number of operators and tensor
types without allowing users to add customized ones at the
time of paper writing. Consequently, we build an Android ap-
plication to execute the models on the CPU with 4 threads. For
IoT devices, we deploy our models on a Raspberry Pi 3 board.
To support cross-platform deployment, we convert TENSOR-
CRYPT models into .tflite models with TensorFlow. We
compare the deployment performance of both .tflite mod-
els and .pb models for the IoT device and find that the models
in .pb format outperformed the others. Therefore, we report
the performance of .pb models for IoT devices.

Fig. 9 (c) and (d) present the latency of the AES, Salsa20,
and Chacha20 models on mobile and IoT devices. Overall,
we notice comparable upward trends in latency for all three
ciphers on both devices, e.g., it takes 150.1× more time to
encrypt the input message with 105 blocks than with 102

blocks. The AES, Salsa20, and Chacha20 TENSORCRYPT
models show respective speedups of 3.64×, 2.26×, and 2.13×
on the Google Pixel smartphone compared to the Raspberry Pi
3. This difference in performance is reasonable considering the
different CPU and memory capabilities of these two devices.

Operating Systems. In addition to evaluating the performance
of our models on Linux (on the Lambda workstation) and
Android (on the Google Pixel phone), we also assess their
performance on Windows and MacOS. It is worth noting that
Windows and MacOS constitute a significant share of the
desktop market, with Windows holding 75.2% and MacOS
holding 15.9% [64]. The test machines consist of a Windows
Desktop running Windows 10 and a MacBook Pro machine
running MacOS 12.5. We utilize the CPUs of these machines
for evaluations as TensorFlow requires NVIDIA GPU drivers
which are currently not compatible with Intel and AMD
graphics cards. Fig. 9 (e) and (f) present the latency of the
AES, Salsa20, and Chacha20 models running on Windows
and MacOS machines. Overall, the model execution is faster
on the Windows machine compared to the MacOS machine
due to the better Windows machine specifications. Moreover,
AES, Salsa20, and Chacha20 models exhibit respective
speedups of 3.25×, 4.07×, and 4.27× for large input
messages (> 103 blocks) on MacOS compared to Windows.

Programming Languages. To deploy TENSORCRYPT
models, it is required to write codes to load and execute them,
potentially using various programming languages. We have
previously shown examples of deploying models using Python
and Java in our evaluations (see Section V-B). Specifically,
we utilized the Python tensorflow and tflite_runtime
APIs to construct and import .pb and tflite files across
multiple platforms, e.g., the Google Cloud VM and IoT
devices. To deploy the models on mobile devices, we utilized
the Java org.tensorflow.lite APIs. In this process, we
have also demonstrated the ability of our models to utilize
various API sets for a single language, e.g., tensorflow
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and tflite_runtime for Python. Moreover, developers have
the option to convert our TensorFlow models into models of
other deep learning frameworks using ONNX [65], providing
them with even greater deployment flexibility. Although
we have evaluated the two most popular DNN deployment
languages [66], there are still other languages, such as C and
C++. A more comprehensive study is left for future work.

RQ2 Answer: TENSORCRYPT is applicable to differ-
ent ciphers (i.e., AES/Salsa20/Chacha20). TENSORCRYPT
models can be deployed with diverse hardware and soft-
ware stacks, i.e., hardware accelerators (GPU/TPU), op-
erating systems (Linux/Windows/MacOS/Android), lan-
guages (Python/Java), and devices (mobile/IoT/desktop/-
cloud server).

D. RQ3: Effectiveness of Optimization

To answer RQ3, we assess the effectiveness of our proposed
optimizations, i.e., operator fusion and load-on-use memory
management. Based on our evaluations, these optimizations
have similar performance benefits for AES, Salsa20, and
Chacha20 models. For instance, operator fusion improves
the performance of AES, Salsa20, and Chacha20 models by
79.79×, 85.72×, and 74.69×, respectively. Therefore, in this
section, we focus on presenting the evaluation results for AES
to provide a detailed analysis.

Operator Fusion. We investigate the impact of operator fusion
on accelerating TENSORCRYPT models by enabling and dis-
abling it during experiments. Fig. 10 (a) presents the encryp-
tion latency of models with and without this optimization. In
general, we note a considerable performance improvement due
to this optimization. To be specific, on average, models with
operator fusion are 44.46× faster compared to those without
it. Furthermore, for messages with a small size (≤ 104 input
blocks), the performance gap is less than 27.30×. However,
for larger input sizes, the latency difference becomes much
more significant. For example, there is a 79.79× improvement
in performance for messages containing 106 input blocks.

Performance Improvement Analysis. Having observed a
significant performance improvement with operator fusion,
we aim to uncover its underlying cause. First, we examine the
changes in the computational graph of deep neural networks by
dumping DNN programs with and without enabling operator
fusion using the introspection flag [67]. Fig. 14 in Appendix
§G presents the DNN programs with operator fusion applied.
From line 3 to 13, multiple operators are fused into a single
operator (%fused_computation). Furthermore, operator
fusion reduces operators in the while loop (from line 17 to 28)
from 1,404 to 24, indicating a decrease of 98.3% in the number
of operators. Additionally, among these 24 operators, 12 are
fused operators that can be identified by their specific identifier
names, e.g., %fused_computation.3. We also profile the
overhead of data transmission and operator scheduling, which
we analyzed in §III-C1. Fig. 10 (b) presents the profiling
results. Compared to the small overhead with optimization (all
< 0.0025 seconds), the overhead without optimization exhibits
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Fig. 10: Effectiveness and Latency Profiling of Operator
Fusion and Load-on-use Memory Management Optimizations

an exponential incremental trend. In general, operator fusion
reduces overhead by 519.29×. For large input plaintexts,
the optimization proves to be even more effective, reducing
overhead by 1514.92× for 107 input blocks.
Load-on-use Memory Management. Fig. 10 (c) presents the
overall encryption latency of our models, comparing the per-
formance w/wo load-on-use memory management. According
to this figure, it significantly reduces latency with large input
(≥ 104 input blocks), e.g., 2.45× improvement with 104 input
blocks, and up to 4.92×. As discussed in §III-C2, load-one-
use memory management optimizes the GPU memory for the
encryption process. Therefore, we also profile this process.
Fig. 10 (d) presents the overhead of counter encryption with
and without this optimization. We find that the encryption
process is significantly accelerated. When the plaintext is large,
its overhead can be reduced by up to 92.5×.

RQ3 Answer: Our proposed optimizations make TENSOR-
CRYPT models more efficient, e.g., operator fusion reduces
the latency by up to 79.79× and load-one-use memory
management accelerates encryption by up to 92.5×.

E. RQ4: Impacts of Other Factors

Encryption and Decryption. In addition to demonstrating
high encryption performance in various scenarios in the above
sections, we also investigate the decryption performance of
TENSORCRYPT models. We skip evaluating the decryption
performance of Salsa20 and ChaCha20 since their encryption
and decryption processes are identical [23]. Fig. 11 (a) presents
the latency of AES models and baselines for encryption and
decryption. Overall, there are no notable latency differences
between encryption and decryption for both TENSORCRYPT
models and baselines, i.e., the average latency gaps for models
and baselines are 1.6% and 0.3%, respectively, which is to be
expected given that AES is a symmetric cipher [68].
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Fig. 11: Latency of Models and Baselines in Encryption/De-
cryption, Different AES Modes and Various Key Sizes

Different AES Modes. While we mainly report evaluation
results of CTR mode because of its better security and paral-
lelism (see §V-A), we also report the performance of other
AES modes. Specifically, we execute AES TENSORCRYPT
models in the ECB, CBC, CFB, OFB, and CTR modes
using the Lambda workstation’s CPUs (Table I) to give a
fair comparison, since CBC, CFB, and OFB are sequential
modes that cannot be parallelized. Fig. 11 (b) presents the
latency of different AES modes. According to the results, the
parallel modes such as ECB and CTR are faster compared to
the sequential modes, e.g., the CTR mode is 1.05×, 1.06×,
and 1.12× faster than CBC, CFB, and OFB modes on average.

Various Key Sizes. AES, Salsa20, and Chacha20 support
multiple sizes of keys. Specifically, AES supports key sizes of
128, 192, and 256 bits, where different key sizes correspond
to different encryption rounds. In Fig. 11 (c), we present the
latency of the AES TENSORCRYPT models and baselines
with 128-bit, 192-bit, and 256-bit keys on GPUs. Notably, we
find that the key size has an impact on the encryption latency
of the baselines, but it does not notably affect TENSORCRYPT
models. For instance, the baseline with 128-bit keys is
1.18× faster than the baseline with 256-bit keys on average.
However, the TENSORCRYPT-128 model is 1.003× faster
than TENSORCRYPT-256, which is trivial enough to allow
users to freely switch between models with different key sizes.

Salsa20 and Chacha20 support 128-bit and 256-bit keys,
which result in different key streams as initial states. Fig. 11
(c) shows the latency of Salsa20 and Chacha20 models and
baselines in 128-bit and 256-bit keys. While TENSORCRYPT
models consistently outperform the baselines, we do not
observe notable performance differences among different key
sizes of Salsa20 and Chacha20 models. Specifically, the aver-
age latency gaps between the 128-bit and 256-bit Salsa20 and
Chacha20 models are only 0.9% and 0.7%, respectively. From

the efficiency perspective, the trivial performance differences
across various key sizes allow us to showcase TENSORCRYPT
models with one specific key size, such as the 128-bit key.

RQ4 Answer: TENSORCRYPT models have negligible
performance differences in encryption and decryption and
across various key sizes. AES latency varies on different
modes, e.g., ECB mode is 1.32× faster than CFB mode.

VI. DISCUSSION

Multi-GPU Parallelism. We do not include multi-GPU
evaluations because our baseline methods do not support such
configurations [2, 18, 20, 26–31]. To ensure a fair comparison,
we evaluate both TENSORCRYPT and the baselines under
the same single-device environment. Our goal is to demon-
strate that our superior performance stems from the design
of TENSORCRYPT itself, rather than the use of additional
hardware accelerators. That said, modern AI frameworks like
TensorFlow [69] have extensive support for multi-GPU setups,
enabling efficient execution of massive models. TENSOR-
CRYPT is implemented in TensorFlow and thus can leverage
multi-GPU configurations.

Implementation Effort Analysis. In §I, we introduced the
engineering challenges associated with harnessing hardware
accelerators. These challenges encompass a range of issues,
including but not limited to inadequate tool chain support,
steep learning curves, a scarcity of experts, and significant time
commitments [70]. The introduction of TENSORCRYPT offers
a transformative solution—a program translation framework
that necessitates only an existing cryptographic implementa-
tion. Since existing cryptographic experts are already well-
versed in their implementations, transitioning to AI frame-
works, characterized by their high-level abstractions, is rel-
atively straightforward. Furthermore, the tool chain utilized
for the development, maintenance, and deployment of our
models is both mature and widely adopted. Conducting a
comprehensive exploration of these factors, potentially through
human-centered studies, could pave the way for interesting
avenues in future research.

Security Implication Analysis. For the potential security im-
plications, we analyze TENSORCRYPT models from three as-
pects. First, TENSORCRYPT leverages hardware accelerators,
thus, it is potentially vulnerable to side-channel attacks, e.g.,
power side channels [71, 72] and time side channels [73] at-
tack, like other other GPU-based cipher implementations [74].
Instead, we focus on improving efficiency over baselines.
Second, deep neural networks are known to be vulnerable
to adversarial machine learning attacks, e.g., data poisoning
and backdoor attacks [75]. However, such attacks cannot be
applied to TENSORCRYPT models since they are not trained.
Instead, the weights are directly translated from a symbolic
program, which makes it possible to explain and interpret
the weights and execution. Finally, to support multi-platform
deployment (§V-C), TENSORCRYPT does not sacrifice security
but needs hardware resources for acceleration, e.g., GPUs,
same as existing solutions (see §III-D).
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Other Platforms and Implementations. Our evaluations are
performed on diverse platforms listed in Table I. While there
can be other platforms for deployment and evaluations, the
performance observed on these platforms may differ from
the results reported in this paper. We believe the evaluations
on other platforms (e.g., other GPUs) will be interesting
for future research. Additionally, we selected the baseline
implementations to the best of our ability; however, more
advanced baseline implementations may emerge in the future.
For TENSORCRYPT models, we only implemented them on
TensorFlow, and we believe there are frameworks for im-
plementations. While our primary contributions focus on the
novel application of neural networks (NN) for cryptography,
we leave the exploration of alternative implementations as
future work.

VII. CONCLUSION

In summary, we present an approach to accelerate crypto-
graphic algorithms through the TENSORCRYPT system. This
addresses the escalating demand for efficient cryptographic
computations, facilitated by user-friendly programming in-
terfaces and optimal performance. TENSORCRYPT employs
DSL-guided transformations to seamlessly convert crypto-
graphic programs into AI models, guaranteeing trace and
bisimulation equivalence. Moreover, our introduced optimiza-
tion techniques substantially amplify model efficiency. Em-
pirical evaluations robustly demonstrate that TENSORCRYPT
models outperform existing solutions, underscoring their
adaptability across diverse platforms. TENSORCRYPT artifact
is available at: https://github.com/OSUSecLab/TensorCrypt.
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APPENDIX

A. Proof of Lemma 2

Lemma 2. Our proposed program transformation is a trace
equivalent transformation.
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Proof. Proof by induction.
• t = 0: These two implementations do not initialize any
global variables, and thus, they start from the same initial state,
i.e., ∀i, SP

i,0 = SM
i,0.

• t = 1: The first action of two cryptographic implementations
is to read inputs based on given arguments, which is a system
provided function and only changes the variable representing
the input. Thus, ∀i, SP

i,1 = SM
i,1. Similarly, for the terminal

state, the two implementations both return the output value.
We emit the details in our discussion.
• t > 1: Suppose that when t = k, the execution states
of programs P and M are the same for any input i, i.e.,
SP
i,k = SM

i,k. Based on semantics of two DSLs in Fig. 3, their
execution states can be represented by all memory traces, i.e.,
σ for the CRYPT DSL implementation and ϕ for the NN DSL
implementation. In other words, SP = σ and SM = ϕ. When
t = k, ∀i, SP

i,k = SM
i,k, thus, σi,k = ϕi,k for any i. Here, we

aim to prove that ∀i, σi,k+1 = ϕi,k+1 which is equivalent to
∀i, SP

i,k+1 = SM
i,k+1.

The goal is to show that ∀i, σi,k+1 = ϕi,k+1 holds for the
next statements sk+1 (of the CRYPT DSL implementation)
and lk+1 (of the NN DSL implementation). For our program
transformation Γ, we have lk+1 = Γ(sk+1). Notice that sk+1

can be any type of statements defined in the CRYPT DSL
(Fig. 1). According to transformation rules of Γ (Fig. 4), for
each type of statement in the CRYPT DSL, there exists one
and only one rule to transform the statement into a single
statement in the NN DSL (Fig. 2). Proof by exhaustion solves
this problem.
– sk+1

ctx−−→ lk+1: x = y + z
ctx−−→ x = add(y, z) .

Based on rule [OP-ADD-CRYPT] (Fig. 3), statement sk+1

updates the execution state by σ[x → y+z]. Namely, it updates
the value of x to be the sum of y and z. Similarly, following
the rule [OP-ADD-NN] in Fig. 3, statement lk+1 updates the
execution state by ϕ[x → y + z].

Because σi,k = ϕi,k, we have σi,k[y] = ϕi,k[y] and
σi,k[z] = ϕi,k[z]. Thus, we have:

σi,k+1[x] = σi,k[y] + σi,k[z] = ϕi,k[y] + ϕi,k+1[z]
= ϕi,k+1[x]

Considering that both σ and ϕ only update the value of x, we
can get σi,k+1 = ϕi,k+1 is true. Thus, we prove that when
si,k+1 is x = y + z, ∀i, σi,k+1 = ϕi,k+1 if σi,k = ϕi,k.
– Similarly, when sk+1 are other types of statements, we
always have ∀i, σi,k+1 = ϕi,k+1 if σi,k = ϕi,k. Intuitively, our
transformation Γ ensures that there is a one-to-one mapping
between CRYPT DSL statements and NN DSL layers. Global
and semantic rules in Fig. 3 guarantee that corresponding
statements have the same evaluation order, and statement and
layer rules show that they preserve the same execution states.
Rules defined in Fig. 4 and Fig. 3 with the same sub-tokens are
corresponding rules, e.g., [T-OP-ADD], [OP-ADD-CRYPT] and
[OP-ADD-NN]. Due to space limit, we omit proof of others.

Thus, for t > 1, ∀i, SP
i,k+1 = SM

i,k+1 when SP
i,k = SM

i,k.
• In conclusion, we prove Lemma 2 using proof by induction.

1 define dso_local i32 @add(i32 %x, i32 %y) #0 {  entry:
2 %x.addr = alloca i32, align 4 // memory allocation
3 %y.addr = alloca i32, align 4
4 store i32 %x, i32* %x.addr, align 4 // store inputs
5 store i32 %y, i32* %y.addr, align 4
6 %0 = load i32, i32* %x.addr, align 4 // load values
7 %1 = load i32, i32* %y.addr, align 4
8 %add = add nsw i32 %0, %1 // add operation
9 ret i32 %add

10 }

(a) IR of Integer Value Addition Program Function

1 func @add(%a0: ptr<i32>, %a1: ptr<i32>, %a2: i64, %a3:
ptr<i32>, %a4: ptr<i32>, %a5: i64) -> 
struct<(ptr<i32>, ptr<i32>, i64)> {

2 // get a struct object (%3) for the 1st input tensor
3 %0 = undef : struct<(ptr<i32>, ptr<i32>, i64)>
4 %1 = insertvalue %a0, %0[0] : struct<(ptr<i32>, 

ptr<i32>, i64)>
5 %2 = insertvalue %a1, %1[1] : struct<(ptr<i32>, 

ptr<i32>, i64)>
6 %3 = insertvalue %a2, %2[2] : struct<(ptr<i32>, 

ptr<i32>, i64)>
7 // make %20 point to the 1st input tensor value
8 %19 = extractvalue %3[1] : struct<(ptr<i32>, 

ptr<i32>, i64)>
9 %20 = load %19 : ptr<i32>
10 ...... // omit similar steps as line 3 to 8
11 // make %22 point to the 2nd input tensor value
12 %22 = load %21 : ptr<i32>
13 // add values of the 1st and 2nd input tensors
14 %23 = add %20, %22  : i32
15 ...... // omit steps of storing %23 to %18
16 // return the result struct object (%18)
17 return %18 : struct<(ptr<i32>, ptr<i32>, i64)>
18 }

(b) IR of Integer Tensor Addition Neural Network Model

Fig. 12: An Example of Trace Equivalence.

1 from z3 import *
2 # create symbolic variables
3 x, y, x_addr, y_addr, v0, v1, v_add, a1, a4, v20, v22, 

v23, v18 = BitVecs(“x y x_addr y_addr v0 v1
v_add a1 a4 v20 v22 v23 v18", 32)

4 # define function semantics
5 fCRYPT = And(x_addr==x, y_addr==y, v0==x_addr, 

v1==y_addr, v_add==v0+v1)
6 fNN = And(a1==x, a4==y, v20==a1, v22==a4, v23==v20+v22, 

v18==v23)
7 # create logic implication
8 G = Implies(And(fNN, fCRYPT), v_add == v18)
9 # get a satisfiable problem & solve constraints
10 solver = Solver()
11 solver.add(Not(G))
12 print(solver.check())

Fig. 13: Equivalence Proof with SMT Solver

B. Example of Trace Equivalence

Fig. 12 presents an example to demonstrate trace equiva-
lence of programs before and after transformation. To present
our analysis steps, we choose the [T-OP-ADD] rule (Fig. 4)
which is simple but non-trivial. As the transformation frame-
work requires a source program, we first create a function
(fcrypt) which takes two integer inputs (x, y) and returns
the output calculated by the z = x + y statement. With
the [T-OP-ADD] rule, we construct a model (fnn) performing
the operation of adding two integer tensors with the add layer.
For trace equivalence demonstration, we need to prove the
memory state updates are the same for executing the statement
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TABLE I: Machine and Device Specifications

Device name Processor/CPU OS RAM Storage Accelerator
Lambda Workstation Intel Xeon E5-1650 Ubuntu 18.04 LTS 64 GB 4 TB NVIDIA GeForce GTX 1080 Ti
Google Cloud VM Intel Skylake Debian 10 104 GB 300 GB Google TPU V3-8 and V2-8
Windows Desktop AMD Ryzen 5600X Windows 10 16 GB 1 TB AMD Radeon RX 6600
MacBook Pro Intel I5-7360U MacOS 12.5 8 GB 256 GB Intel Iris Plus Graphics
Google Pixel XL Qualcomm Snapdragon 821 Android 8.1 4 GB 32 GB Qualcomm Adreno 530
Raspberry Pi 3 ARMv7 rev 4 Raspbian 10 (buster) 1 GB 16 GB N/A

and layer. Different from proof in §III-D, we prove this in
LLVM IR level. LLVM offers intermediate representations
(IR) that are language agnostic [76]. These representations
capture low-level memory operations while abstracting away
structural differences between programs and neural networks.
Therefore, we compile the program, generate its LLVM IR
(Fig. 12 (a)) with the clang compiler [76], and get model’s
LLVM (MLIR) IR (Fig. 12 (b)) with onnx-mlir [77].

In Fig. 12 (a), the inputs of @add function are stored into two
allocated memory addresses from line 2 to 5. To carry out an
addition operation, the inputs are retrieved from memory, and
the statement at line 8 performs the addition of the retrieved
values. Considering the memory state update, variable %add
is updated from its initial state to x + y. In Fig. 12 (b),
the @add layer takes 6 arguments, representing two input
tensors. According to the IR function type rule [78], the first
3 arguments belong to the first tensor, in which %a1 points
to the data buffer of the first tensor’s value (x), the %a0
pointer is for freeing memory, and %a2 is the address offset
of the aforementioned two pointers. For simplicity, we only
show the detailed memory address operations of the first input
tensor from line 3 to 9. Specifically, the undef operation
defines a struct object at line 3. The insertvalue operation
inserts arguments %a0, %a1, %a2 to this object and returns
the modified struct object. Therefore, variable %3 is an object
holding all pointers and offsets of the first input tensor after
executing lines 3 to 6, and the tensor value is stored at its
second pointer. Line 8 and 9 load the tensor value pointer
from %3 and make %20 point to the tensor value. With similar
steps, %22 will point to the second tensor’s value (y). The add
operation at line 14 adds the two input tensors’ values to %23.
We omit steps of storing %23 into another struct object %18,
which is finally returned. To this end, the memory state of %23
is updated from its initial state to x+ y.

By comprehending the fundamental operations and memory
state updates depicted in Fig. 12, we prove the addition
program function fcrypt and the addition model fnn are
equivalent. We prove this by using SMT solvers: we first
encode memory variables and then prove that they will hold
the same value after these instructions when initial values
are the same. In Fig. 12, we ignore pointer manipulation
operations as they will not change the memory states, and we
focus on the memory read and write operations. To encode
the semantics of fcrypt and fnn, we first introduce symbols to
represent intermediate variables. For fcrypt, the symbols are
xin, yin, xaddr, yaddr, v0, v1, and vadd. With these symbolic

TABLE II: TensorFlow Modules/Operators Used

NN DSL TensorFlow NN DSL TensorFlow

input tf.function sub tf.math.subtract
lookup tf.gather bitAnd tf.bitwise.bitwise_and
slice tf.slice bitShift tf.bitwise.shift
add tf.math.add bitXOR tf.bitwise.bitwise_xor
mul tf.math.mul loop tf.while_loop
M tf.Module cond tf.cond
output tf.function

variables, we formalize semantics of fcrypt as:
xaddr = xin ∧ yaddr = yin ∧ v0 = xaddr ∧ v1 = yaddr∧

vadd = v0 + v1
(1)

Similarly, we define symbolic variables a1, a4, v20, v22,
v23, v18 for fnn, and formalize its semantics as:

v20 = a1 ∧ v22 = a4 ∧ v23 = v20 + v22 ∧ v18 = v23 (2)
With the definitions of fcrypt and fnn in equations Equa-

tion 1 and Equation 2, the proof of their value equivalence
can be converted to whether the following proposition (F ) to
be VALID given xin = a1, yin = a4:

fcrypt ∧ fnn ⇒ vadd = v18 (3)
To prove F to be VALID, we prove ¬F is unsatisfiable (UNSAT)
by getting negation of F : VALID(F ) ≡ UNSAT(¬F ).

Then, the problem is converted to the proof of satisfiability
of ¬F , which can be solved by a SMT solver. Fig. 13 presents
a satisfiability proof implementation for the equivalence of
fcrypt and fnn based on the Z3 SMT solver [79], which
successfully proved fcrypt and fnn to be trace equivalent.

C. TensorFlow Modules and Operations

Table II presents the mapping from NN DSL to Tensorflow
modules and operators for constructing our AES TENSOR-
CRYPT models.

D. Machine and Device Specifications

Table I presents the specifications of all machine and devices
that we used for evaluations.

E. Baseline Selection

To find the baselines, we follow the 3-step baseline
selection approach (§V-A) to evaluate various cryptographic
implementations for AES, Salsa20, and Chacha20. The
evaluation results are presented in Table III, in which the
selected baselines are highlighted. Note that, some baselines
are outdated/buggy or only accept fixed input in their initial
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1 HloModule a_inference_call_1933__XlaMustCompile_true_config_proto_n_007_n_0...02_001_000__executor_type_.1508
2

3 %fused_computation (param_0: s32[10,16], param_1.1: s32[], param_2.2: s32[1,16], param_3.3: pred[]) -> s32[10,16] {
4 %param_0 = parameter(0)
5 %param_3.3 = pred[] parameter(3)
6 %broadcast.8120 = pred[1,16]{1,0} broadcast(pred[] %param_3.3), dimensions={}
7 %param_2.2 = parameter(2)
8 %param_1.1 = parameter(1)
9 %con.15264 = constant(0)

10 %dynamic-slice.3907 = dynamic-slice(%param_0, %param_1.1, %con.15264), dynamic_slice_sizes={1,16}
11 %select.9 = select(%broadcast.8120, %param_2.2, %dynamic-slice.3907)
12 ROOT %dynamic-update-slice.1306 = dynamic-update-slice(%param_0, %select.9, %param_1.1, %con.15264)
13 }
14

15 ...// skip declarations of other fused operators
16 %while_body_30_const_0__.61.clone (inputs.7 -> (s32[], s32[10,16], s32[1,16], s32[10,16], s32[176]) {
17 %inputs.7 = (s32[], s32[10,16]{1,0}, s32[1,16]{1,0}, s32[10,16]{1,0}, s32[176]{0}) parameter(0)
18 ... // skip 11 operations
19 %fusion.10 = fusion(%get.8478, %get.8476, %get.8477, %copy.4), kind=kLoop, calls=%fused_computation.10
20 %fusion.9 = fusion(%get.8478, %con.14946, %con.14944, %fusion.10), kind=kLoop, calls=%fused_computation.9
21 %fusion.8 = fusion(%get.8478, %con.14946, %con.14944, %fusion.9), kind=kLoop, calls=%fused_computation.8
22 ... // skip declarations for fusion.7 to fusion.2, which are defined similarly
23 %fusion.1 = fusion(%get.8478, %con.14946, %con.14944, %fusion.2), kind=kLoop, calls=%fused_computation.1
24 %fusion.11 = pred[] fusion(%copy.4), kind=kLoop, calls=%fused_computation.11
25 %fusion = fusion(%get.8475, %copy.4, %fusion.1, pred[] %fusion.11), kind=kLoop, calls=%fused_computation
26 ROOT %tuple.3503 = tuple(%add.1321, %fusion, %fusion.1, %get.8477, %get.8478)
27 }

Fig. 14: Dumped DNN Program with Operator Fusion. Some information, e.g., operations and shapes, are omitted for simplicity.

TABLE III: Evaluations for Baseline Selection

Implementation Availability Latency

AES [2, 7, 28, 50, 53, 71] ✗ -
AES [80] ✓ 0.015 (s)
AES [20] ✓ 0.013 (s)

Salsa20 [31] ✗ -
Chacha20 [18] ✗ -

Salsa20/Chacha20 [27] ✓ 0.016 (s)

prototypes, and we have updated and reproduced them to adapt
to outer testing configurations, e.g., dynamic input. Our evalu-
ations focus on implementations proposed after 2013, as older
implementations may not deliver state-of-the-art performance.
For instance, the Salsa20 implementation [81], proposed in
2011 and based on CUDA 4.0, is outdated and does not deliver
advanced performance. To assess popularity, we consider the
total number of stars, forks, and watchers of the repositories.
For performance comparison, we conduct tests across different
input sizes with the same evaluation environment. We report
the averaged latency for 106 input blocks in Table III.
Notably, for Salsa20 and Chacha20, the only open-sourced
implementations available are proposed by Santucci et. al [27],
with Chacha20 being the only one implemented initially. To
solve the problem, as discussed in §V-A, we extend it to
include Salsa20 strictly following its specification [22].

While the core ciphers have been implemented by baselines,
we extend them to different modes and key sizes following
the NIST standard [68]. For instance, the AES baseline only
implements Electronic Code Book (ECB) mode with 256-bit
keys. Since various AES modes and key sizes share the same
core cipher, we extend ECB cipher to Cipher Block Chaining
(CBC), Cipher Feedback (CFB), Output Feedback (OFB), and

Counter (CTR) modes. Our baselines are also subjected to the
same validation process (see §IV) as TENSORCRYPT models.

F. One-time Costs for Cipher Execution

We observe some one-time latency costs while evaluating
baselines and TENSORCRYPT models. For TENSORCRYPT
models, there are two one-time operations, including loading
models and model recompilation. For model loading, the
average latency is 0.148 seconds. For model recompilation,
the latency comes from the dynamic shape of plaintext (or
ciphertext) inputs. Specifically, given the different input size,
the DNN compiler has to perform recompilation as it currently
does not support dynamic shapes3. To avoid this, we compile
several models with different fixed input shapes, e.g., (10,
16), (100, 16), etc. To use them for encryption, we pad zeros
to plaintext inputs to match the fixed shapes. For instance,
we pad 16 zeros to the input with a shape of (9, 16) and
encrypt it with the (10, 16) model. After encryption, we
retrieve ciphertext results by removing the padded bytes. The
zero padding operation reduces latency cost and converts
model recompilation time as one-time cost. Note that, we
have considered and counted the latency of input padding
operations. For both TENSORCRYPT models and baselines,
all the one-time operation cost can be amortized in cipher
execution processes.

G. Example of Operator Fusion Optimization

Fig. 14 presents the DNN program that we dumped for
the TENSORCRYPT model with the operator fusion optimiza-
tion. The identifier names (e.g., %fused_computation and
%fusion.10) reveal the lines with operator fusion.

3 https://groups.google.com/g/xla-dev/c/WgQ-xyRj9ZQ/m/8WDs
XF0pDAAJ
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